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ABSTRACT

Adipura is an award for Indonesian cities that succeed in cleanliness and management of the urban environment. Adipura is organized by the State Ministry of Environment. Adipura is actually used as a tool to encourage the motivation of government officials and the community to improve and improve environmental hygiene conditions in Indonesia. The problem is to determine the recipient of Adipura takes 2 weeks to select Regencies and Cities in all regions of Indonesia, in this study there were 374 Cities and Regencies collected. Clustering is a method of grouping based on the size of closeness (similarity). Clustering is different from a group, if a group means the group is in the same condition, if not, then definitely not the group. One method that can be used in clustering is fuzzy c-means. In the concept of Fuzzy C-Means first determine the center of the cluster, which will mark the average location of each cluster which is then carried out the process of repairing the cluster center and the degree of membership of the point to the minimization of objective functions that describe the distance from the data points given to the center of the weighted cluster by the degree of membership of that point. From the results of testing a regional clustering system that deserves Adipura with the result that each cluster in each process gets a value that is always changing, so it cannot determine the labeling of a patent. Data greatly influences the time for application processing. The more data it will take more time for the fastest time is in the Big City category while the longest application execution time is in small cities with a total data of 273.
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1 INTRODUCTION

Adipura is an award for Indonesian cities that succeed in cleanliness and management of the urban environment. Adipura is organized by the State Ministry of Environment. Understanding the city in Adipura's assessment is not an autonomous city, but it can also be part of a regency area that has characteristics as an urban area with certain regional boundaries. Adipura is actually used as a tool to encourage the motivation of government officials and the community to improve and improve environmental hygiene conditions in Indonesia. Some of the goals behind the Adipura award include, to reduce pollution levels from domestic waste, realize environmental health, and realize a culture of clean environment. The Adipura assessment process begins with monitoring in Adipura participating areas. The assessment conducted by the Adipura team covers the condition of the Adipura participant area. The Clustering Process for Adipura is a grouping of objects based on information that is on the object. The way is by grouping the characteristics of the same information into the same class and an object with different information characteristics to another class.
2 Basic Theory

The determination of Adipura winner's assessment uses attributes which are special requirements set by the Minister of the Environment. These attributes are taken from the criteria that KLH has set to simplify and speed up the awarding system of Adipura winners. Clustering data uses attributes that have been determined by the Ministry of Environment. Attributes are taken from the data of each region that occurs every year in every region in the entire territory of Indonesia, but the data cannot help find out in detail, areas that are entitled to get the Adipura Award in every district in all regions of Indonesia. It is expected that the system that will be designed can provide recommendations to the Recipient in determining the City that is entitled to get the Adipura Award. In determining Adipura Award Winners, there are several attributes that must be fulfilled by the City.

2.1 Fuzzy C-Means

Fuzzy C-Means (FCM) is one of the clustering methods which is part of the Hard K-Means method. FCM uses a fuzzy grouping model so that data can be members of all classes or formed with degrees or levels of membership that differ between 0 to 1. The level of data presence in a class or determined by the degree of membership. This technique was first introduced by Jim Bezdek in 1981. The basic concept of FCM, first is to determine the center that will mark the average location for each data. In the initial condition, this center was still inaccurate. Each data has a degree of membership for each cluster. By improving the data center and the membership value of each data repeatedly, it can be seen that the center will go to the right location. This iteration is based on the minimization of objective functions. Model system development Fuzzy C-Means has several steps that must be done and can be seen in Figure 1, design Fuzzy C-Means in this study are as follows.

![Figure 2.1 Process Flowchart Fuzzy C-Means](image-url)
Algorithm Fuzzy C-Means is as follows:

a) Input data to be clustered \( X \), in the form of \( n \times m \) matrix (\( n \) = number of samples data, \( m \) = attribute of each data). \( x_{ij} \) sample data (\( i = 1, 2, \ldots, n \)) \( j \)-attribute (\( j = 1, 2, \ldots, m \)).

b) Determine:
   a. Number of clusters = \( c \)
   b. Rank = \( w \)
   c. Maximum iteration = MaxIter
   d. The smallest expected error = \( \epsilon \)
   e. Initial objective function = \( J_{0} = 0 \)
   f. Initial iteration = \( t = 1 \)

c) Generate random numbers \( \mu_{ik}, i=1,2,\ldots,n; k=1,2,\ldots,c \) as matrix elements initial partition \( U \).

Count the number of each column:

\[
Q_{j} = \sum_{k=1}^{c} \mu_{ik}
\]

with \( j = 1, 2, \ldots, n \).

Count:

\[
\mu_{ik} = \frac{\mu_{ik}}{Q_{i}}
\]

d). Calculate the center of the cluster to \( k \): \( V_{kj} \) with \( k=1,2,\ldots,C \); and \( j=1,2,\ldots,m \)

\[
V_{kj} = \frac{\sum_{i=1}^{n}(\mu_{ik})^{w} x_{ij}}{\sum_{i=1}^{n}(\mu_{ik})^{w}}
\]

e). Calculate the objective function on the \( t \)-iteration, \( P_{t} \):

\[
P_{t} = \sum_{i=1}^{n} \left( \sum_{k=1}^{c} \left( \sum_{j=1}^{m} \left( x_{ij} - V_{kj} \right)^{2} \right)^{\frac{1}{w-1}} \right) \]

f). Calculate the matrix partition change

\[
\mu_{ik} = \left( \sum_{j=1}^{m} \left( x_{ij} - V_{kj} \right)^{2} \right)^{\frac{w-1}{w-1}}
\]

\[
= \frac{c}{\sum_{k=1}^{c} \left( \sum_{j=1}^{m} \left( x_{ij} - V_{kj} \right)^{2} \right)^{\frac{w-1}{w-1}}}
\]

with \( i = 1, 2, \ldots, n \); dan \( k = 1, 2, \ldots, c \).
g) Check stop condition:
   a. If: \(|P_t - P_{t-1}| < \xi\) or (\(t > \text{MaxIter}\)) then stop;
   b. If not: \(t = t + 1\), repeat step 4.

3 Methodology
Data testing conducted on the system is to search the amount of data in the cluster, to prove whether the results of the program are the same as the manual results or even far different from the manual results, and therefore need to be tested and compared the results of the program with manual data. There are 4 clusters used in this system, namely cluster one as a group that receives Adipura Kencana Adipura Kencana, Adipura, and Plaques (Certificates).

3.1 2013-2014 Period Data Testing Results
Testing is done by giving cluster value 2, rank of weight 2, maximum iteration 100 and the smallest error value is 0.001. The criteria used are:
   a) Waste Management:
      - Housing
      - Street, Market
      - Department store
      - Office space
      - School
      - Bus / Angkot Terminal
      - Railway Station
      - River / Sea Port
      - Hospital
      - City Forest
      - City Park
      - Open Water
      - TPA, sorting
      - Processing of Tourist Beach
   b) River Water Pollution Treatment:
      - River Water Quality Data
      - Availability of Wastewater Treatment Facilities
   c) Treatment of Air Pollution (Size of Air Pollution):
      - ‘Radio Side Monitoring’
      - Urban Traffic Performance
      - Vehicle ‘Spotcheck’ emission test on the highway.

The observations of each process are manually checked to determine the stability of the results of each process obtained. The test results on the program can be seen in Figure 2 which is a display program using the calculation results Fuzzy C-Means. The time required in this process is 1.5511 seconds. The following is the distribution of the first test shown in table 1
3.2 Result Discussion

The results from each cluster are never the same. The data obtained can be the same, but not by laying in each class. Each class never has a permanent labeling, and cluster labeling is determined after the iteration process stops, by comparing membership values. The labels used are cluster 1 as a group that gets Adipura Kencana and cluster 2 as a group that gets Adipura, Cluster 3 group that gets a Plaque (Certificate) and Cluster 4 group that does not get the Adipura Award. The results of testing on the data in Small Cities, can be obtained information about the tendency of districts and cities to enter cluster 1, cluster 2, cluster 3 and cluster 4. The tendency of districts and cities is influenced by the value of the degree of membership in the last iteration. If the cluster data is compared with the original data, the correct results are obtained: 22, Incorrect results: 16, Accuracy: 57.9% and Error: 42.1%.

4. Conclusion

From the research conducted by the author, the conclusions obtained from this study are:

4.1 Each cluster in each process gets a value that is always changing, so it cannot determine the labeling of a patent.

4.2 Cluster labeling is largely determined by membership value / membership function on the last iteration after the error difference is met.

4.3 In 2012 data obtained an accuracy rate of 57.9% and an error rate of 42.1%. Whereas in Small Town data
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